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Abstract

Neural generative models are currently active research directions in the area of
machine learning. In this work, we use three different neural generative models
to generate handwritten Chinese characters conditioned on their GBK encodings'.
Specifically, the three models we propose are a conditional convolutional genera-
tive adversarial network (cCGAN) model, a conditional convolutional variational
autoencoder (cCVAE) model and a hybrid model combining both cCVAE and
cCGAN.

1 Introduction

Chinese characters have been used continually for over three millennia by more than a quarter of the
world’s population [1]. While writing Chinese characters by hand is relatively easy and obvious for
humans, it is a bit challenging for machines to generate handwritten Chinese characters directly.

Neural generative models, particularly generative adversarial network (GAN) [2] and variational
autoencoder (VAE) [3], have attracted many research attentions. Strong progress has been made on
these directions. Lots of works show that GAN and VAE can generate perfectly looking MNIST
handwritten digits2 [4, 5, 6], and even good-looking natural images [7, 8]. However, there is
little previous work focusing on directly generating nice-looking handwritten Chinese characters
conditioned on their GBK encodings via these methods.

Generating handwritten Chinese characters is more difficult than generating handwritten digits,
because Chinese characters are much more complicated and structured than digits. Generating
Chinese characters is also different from generating realistic-looking natural images based on texts,
since we can not get the semantics of Chinese characters from their labels, i.e., their GBK encodings.
Therefore, it is worthwhile to see the performance of the neural generative models generating
handwritten Chinese characters conditioned on their labels.

In this work, we propose three different neural generative models to generate nice-looking handwritten
Chinese characters conditioned on their labels. The three models are one GAN-based model, one
VAE-based model and one hybrid model consisting of VAE and GAN.

2 Related Work

Generative adversarial network (GAN). The idea of GAN is first introduced in [2], and [9] proposes
a conditional version of GAN. The idea of using the condition in [9] is to combine the latent vector

!GBK is a type of encoding for simplified Chinese characters.
*http://yann.lecun.com/exdb/mnist/
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(a) Generator. (b) Discriminator.

Figure 1: Our cCGAN model.

or the data sample with the condition into a large tensor, and then fit the tensor into the traditional
GAN framework [2]. Both generator and discriminator utilize the condition. We share the same idea
of conditioning as [9]. [10] proposes a conditional GAN based algorithm to remove rain streaks from
a single image. [ ] builds a conditional GAN model to generate images of outdoor scenes from
attributes and semantic layouts. Their model has two conditions, while we only have one condition in
our case, i.e., the label of the character to be generated.

Variational autoencoder (VAE). VAE is first defined in [3]. [4] proposes a recurrent neural network
based VAE model for image generation, and [12] introduces a VAE method for text generation which
incorporates convolution and deconvolution operations. However, neither the image generation model
nor the text generation method has any conditions. Walker et al. [13] proposes a conditional VAE
algorithm to predict the dense trajectory of pixels in a scene. In our case, we use a conditional VAE
model to generate Chinese characters, that is, images.

VAE-GAN. There also exist works that combine both VAE and GAN. In [14], the authors build a
voice conversion system from non-parallel speech corpora using a combined VAE-GAN model. [15]
presents a VAE-GAN based method to measure similarities in data space. With this method, the
authors show that they can effectively generate good-looking human faces. Wu et al. [16] build a
3D-VAE-GAN model to generate 3D objects. Compared to these works, our task is relatively easy.
We want to see the effectiveness of this type of model in Chinese character generation.

3 Approach

We apply three neural generative models to the task of handwritten Chinese character generation
conditioned on the characters’ labels. Our conditional convolutional GAN (cCGAN) model is adapted
from [17]. We build our conditional convolutional VAE (cCVAE) model by turning the discriminator
and generator of cCGAN into the encoder and decoder. We further combine the encoder of cCVAE
with cCGAN as our third model. In this section, we first review the conditional GAN (Section
3.1) and the conditional VAE (Section 3.2) frameworks, and then introduce how to add convolution
operations into these frameworks (Section 3.3). Finally, we discuss how to combine them together
(Section 3.4).

3.1 Conditional generative adversarial network

GAN approach [2] consists of a generator network (G) and a discriminator network (D). G is trained
to synthesize data samples resembling the training data distribution from a latent vector, and D is
trained to distinguish whether or not a sample belongs to the training data. This can be viewed as a
minmax two-player game. Formally, we can formulate the GAN training as optimizing

min max By, [10g D(2)] + Eznp, [log(1 — D(G(2)))]; (1)
where x is a sample from the training data distribution pg,¢,, and z is a random vector sampled from
a known noise distribution p, .
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Figure 2: Our cCVAE model.

The conditional generative adversarial network [9] is an extension of GAN in which both D and G
receive an additional vector of condition y as input. The conditional GAN objective is given by

winmax By ., 108 D(z, )] + Eavp, [log(1 — D(G(2,9),9))) @)

In our task, = is a handwritten Chinese character, and y is the one hot representation of the character’s
label. z is drawn from a standard normal distribution.

3.2 Conditional variational autoencoder

VAE method [3] includes an encoder and a decoder. The encoder gy(z|z) embeds a data sample x
into a latent representation z, and the decoder p(x|2) reconstructs the data sample back based on
the latent vector z. After the VAE model is trained, to generate data samples, we use the decoder
and sample z from a standard normal distribution. There are two terms in the loss function when
training VAE, a reconstruction loss which penalizes the dissimilarity between the real data sample and
the generated one, and a KL divergence loss which penalizes the distance between the distribution
go(z|x) produced by the encoder and a standard normal distribution p(z). Mathematically, the loss
function can be written as

L(0,¢) = —E.ngy(z0) [l0g ps (2]2)] + K L(go(2]2)|Ip(2))- 3)

We often choose ¢y (z|z) to be a Gaussian because we have a closed-form solution for the KL
divergence between two Gaussians. Given condition y, the loss function for a conditional VAE is
given by

L(G, ¢) = _Ezqu(z\z) [logp¢(x|z, y)] + KL(q9(2|xa y)Hp(z)) 4)

3.3 Conditional convolutional GAN and conditional convolutional VAE

The deep convolutional GAN model [ 7] removes all the fully connected layers in the traditional
GAN model [2]. Instead, its generator consists of multiple transposed convolutional layers, and its
discriminator contains multiple convolutional layers. Fig. | shows the structure of the conditional
convolutional GAN (cCGAN) model used for our task, where c is the dimension of the label vector y
and d is the dimension of the latent vector z. We use the same network structure for our conditional
convolutional VAE (cCVAE) model. Fig. 2a and Fig. 2b shows the structures of the encoder and
decoder of the cCVAE used for our task.

3.4 Combine cCVAE and cCGAN

While the generator in a GAN model learns to map from a latent space to the data sample space,
it does not exploit the semantics of the latent space during training (the latent vector z is sampled
from a standard Gaussian). We can add an encoder to the cCGAN model so as to make use of such
semantics. The combined cCVAE-cCGAN model is straightforward, when training the model, we
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(a) Sample results of the cCGAN model trained with (b) Sample results of the cCGAN model trained with
10 labels. 100 labels.
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Figure 3: Generated handwritten Chinese characters by the cCGAN model. The ground-truths of (a)
are “ﬂ%u’ “Eiu’ “HE", “%" “lngn “,ffﬂin “/f—J’n « EI " “ u “H:ﬁn The gI‘OllIld—tI'llthS Of (b) are “yﬁu’
“ﬁu’ “lzl%", “;E—E:n’ “%n’ “EEH “,I\En “,ﬂ‘J‘n “:l:‘n “i/v\n

first use the encoder in cCVAE to generate the latent vector z, and then we feed this encoded z into
the cCGAN model. The combined cCVAE-cCGAN model is trained end-to-end. During test, we
only use the generator of this model.

4 Experiments

4.1 Dataset

We build our dataset based on the CASIA offline Chinese handwriting databases®. We use the CASIA-
HWDBI1.1 database. This database contains about one million scanned handwritten characters of
3755 different Chinese characters.

To control the complexity of our task, we randomly pick 10 different Chinese characters with 2048
training samples (around 200 samples per Chinese character) to train our model. Each character
is a 128 x 128 gray scale image. We preprocess the characters by reshaping them to 64 x 64 and
normalizing the intensities. We further extend our models to generate 100 different Chinese characters
in Section 4.5.

4.2 Evaluate the cCGAN model

In our implementation, we set the dimension of the latent vector z to 10. Since we have 10 labels, the
label size c is also 10. Note that in Fig. 1b, the label y is a 64 x 64 X c tensor. It can be interpreted as
the one hot encoding in 3D. We use a batch size of 256 and Adam optimizer to train the model. The
initial learning rates for both generator and discriminator are 0.0002.

To evaluate the performance, we generate a 10 x 10 grid of characters. Each row of the grid shares the
same conditioning label and each column has the same latent vector. That is, the 10 rows represent
the 10 labels, and the 10 columns reflect how different latent vectors affect the style of the generated
characters. Fig. 3a shows one such grid generated by our cCGAN model. It manages to learn the
structure of each character and the generated characters are relatively sharp. Focusing on each row,
one observation is that the styles of the generated characters do not change much over the columns
despite we have different latent vectors for different columns.

Shttp://www.nlpr.ia.ac.cn/databases/handwriting/0ffline_database.html
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(a) Sample results of the cCVAE model trained with 10 (b) Sample results of the cCVAE model trained with
labels. 100 labels.

Figure 4: Generated handwritten Chinese characters by the cCVAE model. The ground-truths of (a)
are “Q%u “Ej:u “HHH “%" “lgj[-‘n “,fiﬂin “/f—J‘n « EI " “ u “H:).’]-" The ground trllthS Of (b) are “WKU
“ﬁn “lzl%" “;E—E:n “£n “HEH “,I\En u,ﬂ}n “:l:‘n “i/?\n

4.3 Evaluate the cCVAE model

For our cCVAE model, the dimension of the latent vector z is also 10. We still use a batch size of 256
with Adam optimizer to train the model. The initial learning rates for both encoder and decoder is
0.001. Note that the decoder here has the same structure as the generator in our cCGAN model, and
the encoder here has the same structure as the discriminator of our cCGAN model except that the
output of the encoder is a vector of size 10, rather than a saclar.

Fig. 4a shows one grid of characters generated by the cCVAE model. The model also learns the
structure of each label very well. Compared with the results of cCGAN, cCVAE can generate
characters in diverse styles. Given different latent vectors conditioned on the same label, some of
the generated characters are like children’s writing whereas some look like written by people with
years of experience. Although cCVAE preserves the diversity of the generated characters, overall the
generated characters are a bit blurry. This is a well-known problem for VAE based models.

4.4 Evaluating the combined cCVAE-cCGAN model

When training the combined cCVAE-cCGAN model, we use the same settings as the previous
two models, i.e., the same initial learning rates, batch size and optimizer. However, after training
the combined model for about 8 epochs, the discriminator loss drops to zero. What is worse, the
computation for the KL divergence loss becomes numerical unstable: we always encounter values
with -inf after training about 8 epochs. Even though, the generated characters from the first few
epochs still look good. Fig. 5a shows one grid of generated characters. Despite the blurriness, the
generated characters are pretty good looking. It feels like zooming in a low resolution character
written by a calligrapher.

4.5 Extending the number of labels to 100

Success in generating characters of 10 labels, we try our three models to generate 100 different
characters. That is, we extend the number of labels from 10 to 100. We randomly select 100 different
characters from the CASIA-HWDBJ1.1 database with 20921 data samples to train our models.

All the training settings here are the same as training the 10 labels described above except that
the dimension of y is 100. The dimension of the latent vector z is still 10. We randomly pick 10
different characters from the 100 labels to display the results. Fig. 3b and Fig. 4b show the results
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(a) Sample results of the cCVAE-cCGAN model trained (b) Sample results of the cCVAE-cCGAN model trained
with 10 labels. with 100 labels.

Figure 5: Generated handwritten Chinese characters by the combined cCVAE-cCGAN model. The
ground-trllths Of (a) are “;Zg", “E}:n, “EE”, “%u, “|3).[:n, “%n, “1E-I’ll’ “En’ “%", “ﬂ:ﬁn . The gI‘Ollnd-truthS
Of (b) are ujﬁn, 4&%11, “]gl%", “’E_E:”, “%n’ “HE", A‘II\EII, “,ﬂ‘Jn’ “:lé(::n’ 4(%\”.

of the cCGAN model and cCVAE model respectively. Though a bit ugly, cCVAE can still generate
characters for different labels successfully. On the contrary, cCGAN suffers from mode collapse. It
almost generates the same thing for different labels.

In terms of the combined cCVAE-cCGAN model, again we encounter the numerical issue and can
not train the model for many epochs. But as Fig. 5b shows, the results after training a few epochs are
still encouraging. It does not have the mode collapse problem and looks more like human writing
than the cCVAE model.

5 Discussion and Future Work

For the task with small label size, generating 10 different characters in our experiments, both cCCGAN
and cCVAE models generate well-structured characters. cCGAN produces sharp characters while
cCVAE preserves the diversity. As the label size becomes larger, cCGAN has the issue of mode
collapse.

Combining cCVAE and cCGAN together is a straightforward idea for better performance. But it has
two problems, the instability in training the cCGAN model and the numerical issue in computing the
KL divergence loss. Future work should be done to solve these problems and extend our models to
generate handwritten Chinese characters of larger label sets.

To avoid the discriminator loss from getting to zero, we can perform more than once gradient descent
on the generator, for every time performing gradient descent on the discriminator. This will make
the generator have a good chance to always catch up to the discriminator. Besides, we can set some
thresholds on the generator loss and the discriminator loss when training the discriminator. That is,
we only update the weights of the discriminator when the generator loss is below some upper bound
and the discriminator loss is greater than some lower bound. In this way the discriminator is not too
strong towards the generator and the generator is not too weak against the discriminator. For the
numerical instability issue, we believe that tuning the hyper-parameters such as the initial learning
rates and the latent vector dimension, and using some clamping tricks will help.
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